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Resumen: El llamado problema de regulacion lineal cuadratico es una estrategia de control moderna
que por medio de la configuracion de las matrices de peso Q y R, se encarga de la tediosa labor realizada
por el especialista en la optimizacion del controlador; encontrando los parametros de control que
reduzcan al minimo las desviaciones no deseadas. Sin embargo, no existen métodos analiticos simples
que ayuden al disefiador a definir los valores de dichas matrices, las cuales estan en funcion del sistema,
del control que se desee realizar y de los esfuerzos de las variables de control; siendo fundamental el
conocimiento profundo del proceso por parte del ingeniero. Los enfoques clasicos como el ensayo y error,
el método de Bryson, y la asignacion de polos consumen mucho tiempo y no garantizan el rendimiento
esperado. Esta investigacion planted una metodologia basada en algoritmos genéticos y optimizacion
por enjambre de particulas para definir las matrices de peso Q y R. Logrando disefiar controladores
optimos de forma sencilla, rdpida y a partir de un conocimiento basico del sistema a controlar.

Palabras Clave: Regulador lineal cuadratico, matrices de peso Q y R, algoritmos genéticos, optimizacion
por enjambre de particulas.

GENETIC ALGORITHMS AND PARTICLE SWITCHING
OPTIMIZATION TO DEFINE THE MATRICES OF WEIGHT OF
THE LINEAR QUADRATIC REGULATOR METHODOLOGY

Abstract: The linear quadratic regulation problem, its modern control strategy where controller
parameters are found that minimize unwanted deviations through the configuration of the weight
matrices Q and R; taking care of the tedious work done by the specialist in the optimization of the
controller. However, there are no simple analytical methods that help the designer to define the values
of these matrices, which are a function of the system, the control that is desired and the efforts of the
control variables; being fundamental knowledge of the process on the part of the engineer. Classic
approaches such as trial and error, Bryson's method, and pole allocation are labor intensive, time-
consuming and do not guarantee the expected performance. This research proposed a methodology
based on genetic algorithms and optimization by particle swarm to define the weight matrices Q and R.
Achieving optimal controllers design easily, fast and with only knowing basically the system to control

Keywords: Quadratic linear regulator, Q and R matrices, genetic algorithms, particle swarm optimization.
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LINTRODUCCION

La definicion de las matrices Q y R para resolver el
problema de regulacion lineal cuadratico (LQR), repre-
sentan un gran inconveniente en tiempo como en dise-
no del controlador [1]. Investigaciones desarrolladas
a mediados de los 90 en adelante han estudiado los al-
goritmos genéticos y la optimizacion por enjambre de
particulas como estrategia para resolver problemas de
control 6ptimo, obteniendo buenos resultados [2], [3].

Basandose en el algoritmo genético y el algoritmo
de optimizacion por enjambre de particulas; el objetivo
central de este trabajo es desarrollar una metodologia
que permitira definir las matrices de peso Q y R del
regulador lineal cuadratico (LQR) con accion integral,
empleado en sistemas multivariable lineales e invarian-
tes en el tiempo, permitiendo ejecutar de forma mas
sencilla y rapida dicho control garantizando el rendi-
miento esperado. El disefio del controlador se hard en
tiempo continuo usando Simulink de Matlab®©.

Inicialmente se define la configuracion de las ma-
trices de peso Q y R, seguidamente se presentan varios
modelos de sistemas multivariable (MIMO) lineales
e invariantes en el tiempo (LTI) tomados de estudios
previos para ser usados en la prueba de la metodolo-
gia desarrollada. Posteriormente se exponen los pasos
a seguir para el desarrollo de la metodologia propuesta.
Finalmente se presentan los resultados; que para efectos
de validacion de la metodologia desarrollada (algoritmo
desarrollado (Alg. Des., sera la abreviacion empleada
en esta investigacion)), se compararan con los obteni-
dos para el algoritmo genético, el algoritmo de optimi-
zacion por enjambre de particulas y el método tradicio-
nal mas empleado para determinar las matrices de peso
Q y R del LQR; el ensayo y error (EE), programados
cada uno de modo independiente. El analisis se hara en
base a: La convergencia de la funcion de adaptacion [3].
Indice de desempefio del LQR [2], [4], [5]. Respuesta
dinamica de los sistemas a lazo cerrado [7] - [8]

IL.LDESARROLLO

A.Definicion de las matrices Q y R del LQR.

Las matrices de peso Q de (n*n) que penaliza los
estados y R de (m*m) que penaliza las sefiales de con-
trol (con n el nimero de estados (orden del sistema) y
m el numero de entradas (sefales de control)) definen
el LQR. Se configuran en diagonal y ambas deben se
simétricas; con Q semidefinida positiva (Q>0), y R de-
finida positiva (R>0) [1] - [4].
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B. Algoritmos genéticos y algoritmos de optimiza-
cién por enjambre de particulas.

Los algoritmos genéticos (GA, por sus siglas en in-
glés) se basan en la teoria de Darwin sobre la evolucion
de las especies mientras los algoritmos de optimizacion
por enjambre de particulas (PSO, por sus siglas en in-
glés), desarrollado por Kennedy y Eberhart en 1995, se
basan en la capacidad de adaptacion de los individuos
dentro del cimulo y del cumulo como tal [2] - [4].

GA se esfuerza por determinar la solucion Optima de
un problema mediante la utilizacion de tres operadores
(que lo hacen un algoritmo genético): Seleccion / Cruce
/ Mutacion; este paso es ciclico, se repite hasta que se
cumpla un criterio de parada. No necesitan conocimien-
tos especificos sobre el problema que intentan resolver
pero usan heuristica para la resolucion de problemas, lo
cual limita drasticamente el nimero de datos a utilizar
[2] - [4].

PSO analiza las interrelaciones de los individuos con
los integrantes de los grupos; como se afectd con los
otros y con ¢l mismo, por lo tanto presenta dindmica de
grupo o conducta social; basado en la poblacién igual
que GA y comportamiento individual, a diferencia del
GA [3], [4]. Cada individuo puede modificar su com-
portamiento basado en tres (3) factores: Conocimiento
sobre el entorno, conocimiento histdrico y experiencia
de los individuos cercanos. Después de varias iteracio-
nes (avances) el cumulo de particulas tiende a ir a la
posicion del individuo mejor ubicado [3]. En PSO se
busca que todos los pobladores del sistema alcancen un
optimo global.

C. Modelos MIMOS de sistemas LTI empleados en
la investigacion.

Los sistemas MIMO LTI empleados fueron: Siste-
ma 1: Electro mecanismo multivariable [9]. Sistema 2:
Evaporador de circulacion forzada [10]. Sistema 3: He-
licoptero militar CH-47B [11].

B.METODOLOGIA

A. Diseiio de la metodologia.

El codigo inicia con el algoritmo genético, al ob-
tener la primera generacion esta se mejord empleando
optimizacion por enjambre de particulas. La Figura 1
muestra el diagrama de flujo de la metodologia disefia-
da para la obtencion de las matrices de peso Q y R del
LQR.
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Figura 1. Diagrama de flujo de la metodologia disefiada para obtener las matrices de peso Q y R del LQR,
a partir de los principios del GA y el PSO.

Siguiendo los pasos descritos a continuacion: cular velocidades y posiciones. Actualizar peso de las
1.Poblacion inicial. Definir parametros del GA 'y los particulas. En cada etapa, el programa guarda el valor
limites inferior y superior de los parametros del PSO de costo y valor de error minimo y se modifica la posi-
2.Definir Q y R cion de cada particula.
3.Obtener el valor de las ganancias de control pro- 6.Evaluar criterio de parada. No se cumple, volver
porcional (K) e integral (Ki) usando el comando Iqr en al paso 2.
el software Matlab© El criterio de parada se bas6 en la premisa de que
4.Evaluacion de la funcion de adaptacion ambas partes del algoritmo resultante de la metodolo-
S.Inicializar velocidades y posiciones de las particu- gia desarrollada (evolucion (GA) y aprendizaje (PSO))
las (PSO) de la poblacion (obtenida con GA). alcanzaran el mismo valor de error minimo; para esto
a.Bandera 1: Operadores genéticos: seleccion, cru- se verifico que la diferencia entre las soluciones obte-
ce, mutacion. nidas fuera cero (0) y que dicho valor se repitiera tres

b.Bandera 0: Si el costo para la mejor solucion local  (3) iteraciones seguidas. La Tabla I, presenta los datos
es menor que el costo de la mejor solucion global, la  usados en la codificacion del algoritmo resultante de la
solucion global se reemplaza con la solucion local. Cal-  metodologia desarrollada.
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TABLA 1. Parametros empleados para el algoritmo desarrollado. A partir de los operadores genéticos del
GA [3] y criterios de aprendizaje para mejorar la ubicacion tomados de PSO [2], [12].

Parametro Datos
Poblacion inicial 50
Funcion de adaptacion (FA) ITAE
Restricciones No aplica
Seleccion Torneo
Cruce Simple (en un punto)

Probabilidad de cruce (pr)

Mutacion

Probabilidad de mutacion (pm)

C1
C:

Limite minimo de variable decisién, VarMin

Limite maximo de variable decision, VarMaxn

90%
Multigen
0.05
2.05
2.05
le-5
10

B. Desarrollo y aplicacion de la metodologia.

Haciendo uso de la herramienta Matlab© se llevo
a cabo la programacion la metodologia propuesta en
esta investigacion y el disefio del controlador se realizo
en tiempo continuo usando Simulink de Matlab©. El
tiempo de simulacion empleado fue de cien segundos
(ts=100 s). Realizandose ajustes al valor de referencia a
lo largo de la simulacion. Se empled el escaldon unitario
como sefal de entrada [8].

IV. RESULTADOS

A. Convergencia de la funcién de adaptacion (FA).
En la Figura 2 pueden apreciarse los resultados ob-
tenidos en la convergencia de la funcion de adaptacion,
el nimero maximo de iteraciones ejecutadas y el error
minimo requerido, tanto de la metodologia desarrolla

(Alg. Des.) como de los métodos: GA, PSO, EE para:
sistema 1, ver Fig. 2 (a); sistema 2, ver Fig.2 (b); siste-
ma 3, ver Fig. 2 (c), respectivamente. Observando que
aunque el nimero de iteraciones presentada por el Alg.
Des., respecto al GA y PSO fue mayor, este siempre
logré converger a la mejor funcion de adaptacion para
todos los sistemas, ver Fig. 2(a), Fig. 2(b) y Fig. 2(c) lo
cual, como se vera mas adelante cuando se presenten las
respuestas dindmicas de los sistemas, permitio ejercer
el mejor control, debido a que valores demasiado altos
de FA pueden ocasionar que el algoritmo oscile alrede-
dor de un minimo y una convergencia muy rapida no
garantiza que se haya dado con la solucion mas optima;
quedando en un 6ptimo local. Cabe destacar que el mé-
todo EE no posee criterio de parada por lo que se esta-
blecié un nimero finito de cien (100) iteraciones, luego
de las cuales se elegia la iteracion con el menor FA.

FA-Alg. Des.

Figura 2. Graficas de Convergencia de FA vs Iteraciones: (a) Sistema 1, (b) Sistema 2, (¢) Sistema 3.
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B. Definicion de las matrices de peso Q y R. Entonamiento del controlador LQR.

Con el algoritmo desarrollado se logré obtener los parametros de Q y R del LQR, los elementos del vector de
ganancia proporcional (K) y los elementos del vector de ganancia integral (Ki) para cada sistema como se pueden
apreciar a continuacion:

Siztema 1:
00947 0 0 0 0 0 |
9 _ 0 0 01799 0 0 0 . B [0.8370 o ] (1)
SIST1 0 0 0 00634 0 0 SEILTL o 02010
[0 0 0 0 0,928 0
L o 0 0 0 0 05105 |
_ 162 02496 —01845 00841 | N M4l —0.10247 )
SIST1 | 00611 01363 16947 05417 | SSIST1 = |0.1860 16599 |
Sistema 2:
rogséo 0 o0 0 0 0
0 01277 0 0 0 0 _ i
0 o 1 o g 0 fe,1736 0 o ] 3)
0 0 0 0 0473 0 - T
| 0 0 0 0 0 0,9636 |
[—15296 -55250 05623 | [—09635 —21014 02143 | 4)
:{S-S—-_. =|-20781 11039 - 1,0847 _\is-s—-. =|—03836 04140 -0074D
'_ 22355 -19086 -32.0206 | '_ 01810 0.7404 - 6.508% |
Sistema 3:
00155 0 0 0 0 0 |
0 0,01 0 0 b 0
0 0 05715 O 0 0 [0.6006 0 (5)
Qsists = 0 0 0 04843 0 0 Re1sT3~| 0 |j|__ﬁﬁl'.-‘|
{0 0 0 0 0,999 0
L o0 0 0 0 0 08319
5 el 1 7 o 1 £ 6
i —00056 00382 132978 32,1369 | - -00691 11522 | (6)
“SIST3™| go169 03760 —02478 00493 | SIST3 "1 -12267 -0.0686 |
C. Respuesta dinamica de los sistemas a lazo cerra- tiempo de levante y estabilizacion. “Suavizar” la senal
do. de control, es decir, amortiguar el sobrepico debido al

Es importante notar que el controlador multivariable cambio de la sefal de referencia (sefial escalon) es una
LQR no pierde control sobre la planta. Para sistemas caracteristica deseable en la practica, puesto que au-
MIMO donde la iteracion de las variables influye en el menta la vida util del actuador en la planta.
desempefio del proceso también se espera que el contro- Los ajustes realizados al valor de referencia para el
lador actie mas rapido ya que poco esfuerzo de control ~sistema 1, a lo largo de la simulacion fueron: y1=5 a
se refleja en una respuesta mas lenta y por ende mayor los 10s y y2=2 a los 56s, ver Figura 3. A pesar de la in-
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teraccion existente en el accionamiento, el controlador
logra que cada salida alcance a su respectiva referencia.
El algoritmo desarrollado presento la mejor respuesta.

Salidas del Sistema

6 T T
7 "\ — Alg. Des.
4 i A S i e GA I
\ i PSO
T2 : e A s o [ EE H
0 J X
-2
0 10 20 30 40 50 60 70 80 90 100
3 T T
— Alg. Des.
2 7 GA
i s PSO
S i R EE
N |
-1
0 10 20 30 40 50 60 70 80 90 100
Tiempo, seg.
Sefales de control
1
0.5 i H
s 0 ——\\ 7 741 I
i
-0.5 v
-1
0 10 20 30 40 50 60 70 80 920 100
1
0.5 /\
N0 _\ 7 s
-0.5
-1
0 10 20 30 40 50 60 70 80 90 100

Tiempo, seg.

Figura 3. Respuesta dindmica comparativa a lazo
cerrado del sistema 1.

En el sistema 2, Los valores de referencia fueron
y1=1, y2=25 variando a 22,5 a los 50s y para y3=50. las
variables que presentan mayor interaccion entre si son
nivel (y1) y composicion (y2). Para la salida mas im-
portante del segundo sistema estudiado (y2) el algorit-
mo desarrollado presentd el menor sobrepaso (0.19%)
y se estabilizo a los 38,81s, como puede apreciarse en
la Figura 4.

Salidas del Sistema
6 T T
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o EE

Y2

0 10 20 30 40 50 60 70 80 920 100
60
i —— Alg. Des
J “0 P e GA
7 20t ~===PSO
e EE
ollz
0 10 20 30 40 50 60 70 80 920 100
Tiempo, seg.
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Sefiales de control
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Figura 4. Respuesta dinamica comparativa a lazo
cerrado del sistema 2.

Los ajustes del valor de referencia a lo largo de la
simulacion para el sistema 3 fueron yl1=1 (t=15s) y2=1
(t=50s), ver Figura 5, la respuesta de la primera salida
(yl), el Alg. Des., tuvo un tiempo de levante de 1,86s
con un sobrepaso de 0,016%. No se present6 sobre paso
de la salida para el resto de los algoritmos En la se-
gunda salida se aprecia que Alg. Des., genera la mejor
respuesta, con un tiempo de levantamiento de 1,09s y
1,11s respectivamente estableciéndose en 3,5s Por otra
parte los métodos PSO y EE, no lograron alcanzar la
referencia para la segunda salida del sistema.

D. indice de desempeiio (JLQR).

En la Tabla III se puede observar la ponderacion
que da cada método a los estados (beneficio del error,
xTQx) y al costo de control (uTRu) y la relacion error/
costo que alcanzé minimizar mas al indice de desem-
peiio (JLQR). Entre Q y R y la funcién que cada uno
ejercio dentro del indice de desempefio JLQR se encon-
tr6 una solucion de compromiso entre el rendimiento
del controlador y su nivel de actuacion. R pondera el
valor de la secuencia de sefial de actuacion, es decir,
evita que los valores de la sefial de control sean muy
grandes. Por lo tanto al minimizar JLQR se consiguio
una ley de control que por una parte acerco el estado al
origen lo mas rapido posible pero manteniendo un nivel
de actuacion moderados.
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Sefiales de control
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Figura 5. Respuesta dinamica comparativa a lazo
cerrado del sistema 3.

TABLA IV. Indice de desempeiio (JLQR) y términos que lo componen. Sistema 1, 2, 3.

SISTEMA 1 SISTEMA 2 SISTEMA 3
Alg. oA PSO EE Alg. Des. GA PSO EE Alg. A PsO EE
Des. Des.
E
(r;gr) 9362 1,60E+03 1,70E+03 504,7  2,50E+06 5,50E+05 6,90E+05 3,20E+06 13,5 65 544 33,5
X X
Costo
wiRy 20 4 48,5 71,8 470E+04 120E+05 7,10E+07 2,90E+08 2,5 2,7 25 18
Juor 969,1 1,60E+03 1,80E+03 576,5  4,70E+04 120E+05 7,10E+07 2,90E+08 16 67,8 546,5 353
V.CONCLUSIONES 6-La combinacion propuesta de GA y PSO para

1-Se disenid un método para establecer los valores
de peso de las matrices Q y R de la estrategia de con-
trol 6ptimo LQR en sistemas LTI implementandose con
una herramienta informatica Matlab© y Simulink.

2-El criterio de convergencia empleado en el algorit-
mo desarrollado ayudo a que el proceso de simulacion,
efectuado con una herramienta informatica (Matlab©),
fuera simple y amigable en términos de tiempo ya que
no fue necesario realizar un numero elevado de simula-
ciones, lo que representaba un inconveniente a la hora
de disefiar el control LQR.

3-El esquema de control avanzado LQR con accion
integral, se entond en base a las matrices Q y R, a partir
del algoritmo resultante de la metodologia desarrolla-
da; permitiendo al disefiador balancear el compromiso
entre respuestas rapidas y el esfuerzo de control reque-
rido; en tales condiciones se alcanzé el rendimiento op-
timo del sistema.

4-Empleando herramientas de disefio de Matlab©,
se han ajustado los parametros del controlador a partir
de una combinacion de evolucion y aptitud con simula-
ciones iterativas, obteniendo una respuesta suficiente-
mente precisa y poco costosa computacionalmente.

5-Los resultados demostraron que cuando el método
desarrollado por esta investigacion se utiliza para defi-
nir las matrices de peso del LQR, la respuesta dinamica
optima se puede lograr.

entonar LQR da una respuesta satisfactoria de tiempo
de levantamiento, sobrepaso, tiempo de alojamiento y
menor ITAE. Los resultados obtenidos marcan una im-
portante mejora al aplicar el control multivariable, ya
que existe un potencial beneficio econémico asociado
al control.

7-La investigacion provee un método genérico que
permite definir las matrices de peso Q y R del LQR de
manera eficiente y eficaz sin importar que tanto cono-
cimiento se tenga del sistema, puede ser aplicado en el
control 6ptimo de diferentes procesos reales, al tiempo
que asienta bases teoricas para seguir innovando en el
campo del control optimo a nivel de Hispanoamérica;
actualmente muy pujante.
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